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Abstract

Cells are faced with many decisions. An example is the choice between cell types that cells of the early embryo have to make. Cells from the inner cell mass of mammalian blastocysts can be isolated and cultured to study cell fate decisions in vitro. These cells are known as embryonic stem cells (ESCs) and have the ability to self-renew and differentiate into progenitors of the ectoderm, endoderm or mesoderm. To date most studies have focused on unravelling the intracellular regulators and signalling pathways of pluripotency and differentiation. However, it is of interest to understand not how one cell decides on its fate but how a group of those single cells decide on their fate. In this thesis we studied to what extent collective behaviour is involved in groups of mouse ESCs that transit from a pluripotent to differentiated state. By studying the growth dynamics, we found that populations of differentiating mouse ESCs expand, stay stationary or go extinct depending on the seeded density. Aside from controlling growth, the seeded density also controls the differentiation efficiency of the population. Next we aimed to connect the features from the population level with features at a colony level. Analysis of time-lapse microscopy showed that the expansion and extinction of colonies is also density-dependent. Furthermore, the data shows that colonies with a larger initial area and plated at a higher density have a larger probability to survive. Last, we tried to find the molecular mechanism underlying the density dependent population behaviour. Results of a medium transfer experiment hint at a mechanism involving a soluble factor that is secreted into the medium by the cells. RNA-sequencing and RT-qPCR results show that a mechanism involving leukemia inhibitory factor (LIF) is plausible.
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Chapter 1

Introduction

I pass a busy intersection as I ride my bike to the lab every morning. Despite the large number of people at the intersection, traffic flows smoothly. Traffic is organized since everyone follows the same rules; the rules are simple: you go at a green light and you stop at a red light. For the short amount of time spent at the intersection the people’s behaviour is almost completely predictable. This behaviour is not restricted to this particular intersection but it is familiar at crossings all over the world. All around us we see groups of autonomous individuals behaving collectively in a way that can be described by a set of simple rules. Traffic is just one example, but there are many spectacular examples of collective behaviour of humans or animals. A flock of birds soaring through the night sky [1]; schools of fish swarming in the ocean to ward off hungry predators [2]; an army of ants building a bridge to reach their spoils [3]; or even cheerful football fans performing a wave to support their country during the world cup (figure 1.1). It sometimes seems like these collective structures have a life on their own, but the individual units have no sense of their location in the overall structure they create. All these collective patterns, such as traffic, look regular and predictable, but it is easy to forget that each individual had a complex reason to be at the intersection at that particular morning. The submergence of the individuals in a global structure arises from local rules which produce global patterns. The whole is greater than the sum of its parts.

1.1 Collective Behaviour in Cells

These global patterns do not only arise at a population level but can also be found at a smaller scale. The human body has levels of organization that build on each other; cells form tissues, tissues form organs and organs form systems. It is cell-to-cell communication that enables groups of cells to form tissues [4]. Cell-to-cell communication is an important factor for the collective behaviour of cells. For collective behaviour of cells one can think of the non-autonomous cell behaviour, i.e. any form of coordinated behaviour (growth, decision-making,...). Collective behavior of cells is not restricted to multicellular systems but also occurs in simpler cells such as bacteria. A well studied example of collective behaviour of bacteria is quorum sensing. Quorum sensing is the regulation of gene expression in response to the cell density. In 1970 quorum sensing was observed for the first time in bioluminescent bacteria (Aliivibrio fischeri) [5]. At high densities of A. fischeri bacteria transcription of luciferase is induced. Luciferase leads to bioluminescence, the production and emission of light by a living organism. These bacteria communicate with each other by secreting and sensing the same molecule, an autoinducer [6]. At a high enough density the local concentration of the autoinducer is higher than a certain threshold
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Figure 1.1: Examples of collective behaviour. (top left) Flock of birds soaring through the sky (free stock photo). (top right) School of fish (free stock photo). (bottom left) Ants building a bridge (from [3]). (bottom right) Fans cheering on their favourite soccer team (free stock photo).

and the gene expression will alter for the population. Quorum sensing allows for density dependent population behaviour.

Cell-to-cell communication is also involved in the development of an embryo [7,8]. An embryo that only consists of e.g. heart cells would not be much of an embryo, thus cells need a mechanism to know what cell type they need to become during the development process. Pattern formation is one of these mechanism in the embryo and it regulates what identity a cell acquires depending on the cell’s relative spatial position in the embryo. Pattern formation itself is regulated by cell signalling [9,10]. The cells in the early embryo that are able to become any of the three germ lines are termed pluripotent. Coordinated population behaviour has been thoroughly studied in e.g. bacteria (quorum sensing), yet we have a poor understanding of the extent to which collective behaviour plays a role in cellular decision-making for these pluripotent cells making up multicellular systems such as humans or mice.

1.2 Embryonic Development

At one point in our lives, we all were just a single cell, yet we ended up as a rather complex living organism. Mice are no different. The development of a single cell into a complex organism is one of many fascinating features of life. In mice the progression of embryonic development is timed by the age of the embryo. The age of the embryo is determined in half-day intervals after mating and is referred to as Embryonic (E) Day. Mouse embryonic development starts with fertilization; a process where a male (haploid sperm cell) and female gamete (haploid egg cell) fuse in the oviduct of the mouse (E0.5). The result of fertilisation is a single diploid cell called the zygote. Succeeding fertilization, the zygote undergoes a succession of divisions with no significant growth, called cleavage divisions. The product is a
1.2. Embryonic Development

Figure 1.2: Simplified schematic overview of different early stages of mouse embryonic development. Time is indicated in days after conception (E). After fertilization (E0.5) the zygote will go through a number of cleavage divisions. At the 8-16 cell stage the cell mass is known as morula (E3.0). Asymmetric cell division of the cells of the morula will result in two different cell types, called trophectoderm (TE) cells and inner cell mass cells (E3.5). These cells form the early blastocyst. The ICM cells will be further segregated into two distinct cell types, the epiblast cells and the primitive endoderm cells (E4.5). At this stage the cell mass is known as the late blastocyst. The late blastocyst will implant into the uterus and eventually develop into a fully functional mouse.

A clump of cells that is equal in size as the original zygote. After the fourth cleavage division, the embryo consists of 8-16 cells. At this stage the outer cells become bound tightly together by the formation of intercellular junctions, leading to the formation of a mulberry shaped cell mass known as the morula (E2.5) [11]. This process of deformation is known as compaction. Following compaction, the morula undergoes further cleavages. These cleavages are asymmetric, generating distinct types of outside and inside cell, called trophectoderm (TE) cells and inner cell mass (ICM) cells respectively [12]. Furthermore, the morula develops small intercellular cavities which later unite into one [13]. The trophectoderm cells mediate active transport of ions and the osmosis of water, filling the cavity with fluid and expanding it in the process [14]. The result is a hollow cell-structure with two distinct cell types called the blastocyst (E3.5). The TE cells will later form the placenta, while the ICM is destined to become the embryo. At this stage the cells of the ICM are all pluripotent, i.e. they are able to become any cell type that is present in an adult mouse body. By the late blastocyst stage (E4.5), these pluripotent ICM cells will be segregated into two distinct cell types, the primitive endoderm (hypoblast) and the epiblast (primitive ectoderm), the latter cell type will later form the primitive streak [15]. Most of the ICM cells have already decided their fate as either Gata6 or Nanog at E3.5, it was found that ICM cells that express either Gata6 or Nanog at E3.5 will become hypoblast or epiblast cells respectively [16]. A simplified schematic overview of the early stages of mouse embryonic development is shown in figure 1.2.

At E4.5 the late blastocyst implants in the uterus and will consist of roughly 64 cells [17]. Following implantation, is the gastrulation process, which results in the establishment of the basic body plan of the embryo and the formation of the three primary germ layers: ectoderm (e.g. cells that become neurons), mesoderm (e.g. cells that become heart cells) and endoderm (e.g. cells that become lung cells). Gastrulation commences with the formation of an ingestion in the posterior region of the
epiblast, the primitive streak. A marker for the primitive streak is the transcription factor Brachyury (T) \[18\]. Brachyury activates the transcription of genes that are required for differentiation towards the mesendoderm. Epiblast cells move through the primitive streak and will either emerge as a new mesoderm layer or be incorporated into the definitive endoderm \[19\]. The ectoderm layer is formed by the epiblast cells that do not go through the primitive streak. An early marker for the ectoderm layer committed to a neural fate is Sox1. Sox1 expression induces differentiation towards the neural ectoderm \[20\]. The exact mechanism behind the formation of the three germ layers and the formation of the primitive streak is not known, however, studies have shown that germ layer development is partly controlled by coordinated cell signalling of the BMP, Activin, Wnt and FGF pathways \[21–24\]. Aside from ethical issues, the study of signalling pathways in a developing embryo is never an easy job. Luckily, researchers have found a way to study developmental processes in vitro.

1.3 Embryonic Stem Cells

In 1981, Evans & Kaufmann and Martin (independently) have isolated the pluripotent ICM cells of the developing mouse blastocyst (E3.5) \[25, 26\]. When grown as a cell line in tissue culture, these cells are known as mouse embryonic stem cells (ESCs). Stem cells differ from other cell types because they have two unique properties: they have the ability to self-renew and they are pluripotent. Self-renewal is the ability of ESCs to give rise to indefinitely more ESCs, given the culture conditions are right. Self-renewal allows researchers to keep an unlimited pool of stem cells at their disposal. Similarly to the pluripotent ICM cells in the embryo, ESCs can give rise to cells from all three germ layers in vitro.

Because of these unique properties, stem cells quickly became a crucial tool to study cellular differentiation, the process where a cell changes from one cell type to another, and early embryonic development in vitro. Aside from in vitro work, Bradley et al. have shown that ESCs can also be used to generate chimeric mice \[27\]. The resulting mice did not only contain chimeric somatic cells, but also contained a chimeric germline, therefore allowing genetic manipulation of mice from culture to creature \[28\]. A third application of ESCs is in research is in the field of regenerative medicine. At this instance, there are not enough donors of tissues and organs to meet the transplantation demands of the diseased population, leading to a search for alternatives. Stem cells have emerged as the perfect regenerative medicine source because of their two unique properties. In 1998, human embryonic stem cells (hESCs) were isolated for the first time \[29\]. Human embryonic stem cells can give rise to more than 200 types of cells, so they are a promising treatment for disease. One example of disease treatment is the transplantation of hESCs to patients with spinal cords injuries; implantation improved body control, balance, sensation and limbal movements in patients \[30\]. Human embryonic stem cells are a promising tool for regenerative medicine, however, ethical concerns limit the application of hESCs. A nobel prize-winning alternative was found in 2006 by Takahashi and Yamanaka. Instead of taking cells from the ICM of a blastocyst, Takahashi et al. were able to induce pluripotent stem cells from adult mouse fibroblasts and adult human fibroblasts \[31, 32\]. Induced pluripotent stem cells (iPSCs) are derived by introducing four transcription factors, Oct3/4, Sox2, c-Myc and Klf4, in adult fibroblasts under cell
culture conditions. These four transcription factors are known as the Yamanaka factors. Inducing pluripotency from adult cells avoids the ethical conflicts associated with using cells from the human embryo (hESCs). Another advantage of iPSCs in regenerative medicine is that the stem cell transplantations are autologous, meaning that the patient uses his own cells and thereby limiting the risk of immune rejection. However, hESCs research also raises some ethical and political controversies. It is favourable to use mESCs, since they are similar to hESCs and the understanding of mESCs is more defined as most previous studies on stem cells have been done on mESCs. In this thesis we use mESCs, since they have an extensive research foundation to build upon. To utilize all of the potential stem cells have to offer, we first need to understand and control how the stem cells differentiate.

One of the first decisions a mouse ESC has to make is whether to differentiate or to stay pluripotent. Maintenance of the pluripotent state is regulated by a group of specific transcription factors. Genetic studies showed that the transcription factor Oct4 is crucial for pluripotency of cells in the ICM in vivo, but also for ESCs in an in vitro culture. Sox2, a transcription factor that cooperates with Oct4, contributes to the maintenance of pluripotency by regulating Oct4 levels in the embryo and in culture. Sox2 and Oct4 also activate the expression of genes that regulate pluripotency including Nanog. As mentioned in section 1.2, Nanog is expressed in the cells that will eventually form the epiblasts in the ICM. Mitsui et al. found that expression of Nanog is also required for the maintenance of pluripotency in epiblasts in vivo. Although Nanog has a central role in the maintenance of pluripotency in mouse ESCs, there is evidence that Nanog is not essential for the maintenance of pluripotency, but rather stabilizes the pluripotent state. Together the transcription factors, Oct4, Sox2 and Nanog form the core regulatory circuit that specify embryonic stem cell identity. Oct4, Sox2 and Nanog co-occupy the regulatory regions of their downstream genes, controlling the pluripotent state in a coordinated way. The proteins of the core regulatory circuit also control their own expression and each other’s expression with both positive and negative feedback regulation.

The state of ESC pluripotency is not solely controlled by these transcription factors but pluripotency is also under cell-extrinsic control. Leukemia inhibitory factor (LIF) is a signalling factor that mainly blocks differentiation of mouse ESCs in in vitro cultures, although LIF is not necessary for the maintenance of pluripotency in the ICM in vivo and in vitro. LIF binds to a receptor heterodimer consisting of LIF receptor (LIFr) and Gp130, activating the JAK/STAT3 signalling pathway. Aside from the JAK/STAT3 pathway, LIF also activates the PI3K and the mitogen-activated protein kinase (MAPK) pathways. The downstream target of JAK/STAT3 pathway is c-Myc, one of the Yamanaka factors that can induce pluripotency. However, MAPK signalling promotes differentiation. Since a low level of MAPK signalling is crucial for the maintenance of pluripotency, ESCs are often grown in media in which in addition to LIF, chemical inhibitors of differentiation are added to keep the cells in a pluripotent state. Another signalling pathway also play an important role in the maintenance of pluripotency in ESCs. Bone morphogenetic proteins (BMPs) that signal through SMAD proteins, promote the expression of differentiation inhibitors. To keep mouse ESCs in a pluripotent state in vitro, cells are grown in either a serum based medium in which differentiation is blocked by LIF and BMP (BMP cytokines are present in serum) or a medium in which differentiation is blocked by the combination of LIF and 2 chemical inhibitors.
(PD0325901 a MAPK inhibitor (PD03) and CHIR99021 a Wnt agonist (CHIR)). To sustain in a pluripotent state, stem cells express transcription factor that promote pluripotency and activate pathways that inhibit differentiation as shown in figure 1.3.

**Figure 1.3**: Simplified schematic overview of pluripotent maintenance in mouse embryonic stem cells. LIF simultaneously activates the JAK/STAT3 pathway, which promotes pluripotency maintenance, and the MAPK pathway, which promotes differentiation. *In vitro* differentiation is blocked by the activation of the BMP pathway or by the addition of two chemical inhibitors. The onset of differentiation is a result from the activation of the FGF pathway and the withdrawal of the factors that induce pluripotency and inhibit differentiation.

By changing the culture condition (removal of LIF and serum or the chemical inhibitors), mouse ESCs leave the pluripotent state and differentiate into one of two lineages: progenitors of the mesendoderm (ME) or progenitors of the neural ectoderm (NE). Differentiation is initiated by the stimulation of the MAPK signalling pathway by fibroblast growth factors (FGFs) \[52, 53\]. Following initiation, the cell has to choose whether to differentiate towards the ME lineage or the NE lineage. This choice depends on the signalling environment around the cell. Activation or inhibition of the BMP, Activin, Wnt and FGF pathways can guide cells to one of either lineages. Progenitors of the ME *in vitro* resemble the cells of the primitive streak in a developing embryo. Like the primitive streak *in vivo*, stem cells differentiating toward the ME start expressing Brachyury, the earliest marker of mesendoderm differentiation \[54\]. ME differentiation is initiated by activation of the Activin or Wnt pathways [54–56]. This knowledge gave researchers a way to guide differentiation *in vitro* by adding signalling molecules that activate the Activin or Wnt pathways to the medium such as the previously mentioned CHIR chemical inhibitor. In combination with PD0, CHIR serves as a differentiation inhibitor, however, by itself CHIR promotes the Wnt pathway which promotes ME differentiation. Like Brachyury in ME, differentiation towards the NE lineage is characterized by expression of Sox1 [57].
Ying et al. found that inhibition of the BMP, Activin and Wnt together with an activation of the FGF pathway result in the differentiation of mouse ESCs towards the NE fate \[58,59\]. The NE lineage is often considered the default pathway, as mouse ESCs will differentiate towards the NE when no serum or ME inducers are present. Even though it is considered the default pathway, research use retinoic acid (RA) to enhances NE differentiation in cell cultures. RA speeds up differentiation towards the NE-lineage by regulating the FGF pathway \[60\]. An overview of the first differentiation step of mouse ESCs is shown in figure 1.4. Aside from the signalling pathways, the up- and down-regulation of the pluripotency factors Oct4 and Sox2 also are key in the differentiation process \[61\]. Expression of Oct4 inhibits NE differentiation and promotes ME differentiation. On the contrary Sox2 promotes NE differentiation and suppresses ME differentiation.

Although the pathways that govern differentiation have been thoroughly studied, controlling differentiation remains a difficult process. Researchers have not established a protocol yet in which they were able to differentiate the cells homogeneously with a purity of 100 percent \[51\]. To add to the confusion, the Wnt pathway has also been found important in the maintenance of pluripotency and differentiation towards the NE lineage \[62,63\]. How all the pathways are interconnected during the differentiation process remains a mystery for now. Perhaps the view of a linear pathway in single cells is not complete, approaching differentiation from a systems biology point of view might result in more insights in the field.
1.4 Signatures of Collectivity in ESC Populations?

From the development of an embryo we know that stem cells are more than just complex individuals. Throughout embryonic development, cells have to coordinate their behaviour and cell fate to grow into a functional embryo. To date focus in ESC research has primarily been on unravelling intracellular regulators of pluripotency and differentiation, and response behaviour of ESCs to extracellular signalling molecules often presented into the cell culture medium by the experimentalist. Moreover, it is of significant interest to understand not how a single cell decides on its fate but how a group of those single cells decide on their fate. Individual ESCs within a population (in an embryo or on a dish) may likely affect each others decisions by natively secreting and sensing signalling molecules, hence establishing cell-to-cell communication. A better understanding of how population-level behaviours emerge from single cell-level dynamics would be beneficial for the stem cell field, as it provides manipulative rules governing the stem cell behaviour (e.g. improving differentiation and reprogramming efficiencies). From previous research we know that cell-to-cell signalling plays a role in the maintenance of pluripotency and the differentiation process. In this thesis I have contributed to a work addressing to what extent collective behaviour is involved in groups of cells that transit from a pluripotent to a differentiated state. In particular, we asked how embryonic stem cells coordinate their behaviour within a differentiating population.

Figure 1.5: Illustration of the research question addressed in this thesis.
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Materials and Methods

2.1 Cell Culture

Mouse ESCs were routinely propagated in LIF-supplemented medium on 0.1% gelatin coated dishes (Sarsted \(10\text{cm}^2\)). Two types of media were used to keep the cells in a pluripotent state, serum/LIF (S+L) medium and N2B27+2i+LIF (2i+L) medium. Serum/LIF medium consists of the basal medium dulbecco’s modified eagle’s medium (DMEM, Gibco) with 15% Fetal Bovine Serum (Gibco). This medium is supplemented with 1% Non-essential amino acids, Sodium Pyruvate and GlutaMAX (all Gibco 100x), 0.055 mM 2-β mercaptoethanol and \(10^3\) U/ml LIF.

N2B27 medium, as described in Ying et al., is a mixture of nearly 1:1 DMEM/F12 +GlutaMAX (Gibco) and Neuralbasal (Gibco) supplemented with 0.5% Non-essential amino acids, Sodium Pyruvate, GlutaMAX and N2 (all Gibco 100x), 1% B27-Vitamin A (Gibco 50x), 0.055 mM 2-mercaptoethanol, and 8.3 \(\mu\)g BSA [59]. Addition of \(10^3\) U/ml LIF, 0.008mM CHIR99021 and 0.0025mM PD0325901 to N2B27 will keep the cells in a pluripotent state. In combination, the two chemical inhibitors PD0325901 and CHIR99021 with LIF maintain the pluripotent state of mouse ESCs [50].

Cells were passaged using accutase (Gibco), a cell detachment agent, and replated every two or three days with a split ratio of 1 in 10. Cells were kept in an incubator at 37\(^\circ\)C at 5% CO\(_2\) (Eppendorf). Accutase was preferred over the commonly used cell detachment agent trypsin, which is more harsh for the cells.

2.2 Cell Lines

Cell lines used in this thesis were E14Tg2a, 46C, Brachyury-GFP, E14/N14 and Oct4-GFP. The E14Tg2a (E14) wild type cell line was originally derived from the mouse strain 129/Ola by Martin Hooper [64]. 46C is a modified E14Tg2a cell line in which the open reading frame of one copy of Sox1 has been replaced with GFP [59]. Brachyury-GFP ESC line is an E14Tg2a carrying a GFP reporter cassette knocked in the Brachyury locus [65]. E14/N14 is derived from E14Tg2a and contains a GFP reporter in the Nanog locus. Similar to Brachyury and E14/N14, the Oct4-GFP report cell line has a GFP report knocked in the Oct4 locus.

The cell lines, E14Tg2a, 46C and Brachyury-GFP were maintained in Serum/LIF medium; E14/N14 and Oct4-GFP were maintained in N2B27+2i/LIF unless stated.
otherwise, as propagation of Oct4-GFP and E14/N14 in S+L resulted in unhealthy looking cells and visible pre-differentiation. S+L was chosen for pluripotency maintenance, since this is standard in the field.

2.3 Differentiation Assays

Differentiation assays were adapted from established NE and ME differentiation procedures [59]. In the differentiation assays described here allow differentiation towards the ME or NE by adding one single molecule to the cell culture medium. Mouse ESCs were accutased, washed and replated into N2B27 medium at the desired density. After 48 hours, cells can be affected by signalling so the old medium was replaced with fresh N2B27 with a single molecule that drives differentiation towards the ME or NE lineage [61]. For NE differentiation retinoic acid (RA), a regulator of the FGF pathway (see section 1.3), was added. For ME differentiation CHIR99021, a Wnt agonist, was added [66]. After x amount of days, depending on the experiment, cells are accutased and the number of cells is determined by a hemocytometer. Fluorescence is measured using flow cytometry.

![Diagram of Differentiation Assays](image)

**Figure 2.1**: In a differentiation assay, cells are seeded at the desired density in N2B27. Two days after plating the medium is refreshed with N2B27 and a signalling molecule that drives differentiation. For neural ectoderm (NE) differentiation, retinoic acid (RA) is added. For mesendoderm (ME) differentiation, CHIR99021 (CHIR) is added. On day x (x=1,2,3,4,5,6,.....) cells are counted and fluorescence is measured.

2.4 Flow Cytometry

Flow cytometry was performed with a BD FACSCelesta equipped with blue (488-nm), yellow-green (561 nm) and violet(405-nm) lasers. Based on the forward and side scatter, living cells are separated from dead cells and noise. The forward scatter reports the relative size of the cell. The side scatter reports the complexity or granularity of the cell. Sorting gate for GFP positive and negative populations is
2.5 RT-qPCR

For reverse transcriptase quantitative PCR (RT-qPCR) experiments cells were accu-
tased and washed twice in PBS after the desired amount of days. RNA was isolated
using Purelink RNA mini kit (ambion), with the additional step of DNAse treat-
ment (Qiagen). Reverse transcription was performed using iScript cDNA synthesis
(Bio-Rad). QPCR was performed in three technical replicates on Illumina’s EcoTM
Real-Time PCR System using SYBR Green Supermix (Bio-Rad). The obtained gene
expressions were normalized using a reference housekeeping gene GAPDH. The
fold enrichment was calculated by using the $2^{\Delta\Delta Ct}$ method ([67]), where $\Delta\Delta Ct =
\Delta Ct(\text{normalized sample}) - \Delta Ct(\text{normalized day 0})$. The primers and temperature
protocol used for the qPCR can be found in the appendix.
2.6 Time-lapse Microscopy

For live cell microscopy, cells were plated at the desired density on a 0.1% gelatin coated 6cm culture dish in N2B27 medium. Cells were imaged using the SMZ25 stereo microscope (Nikon). During the imaging process cells were kept in an environmental chamber incubator that was kept at 37°C and 5% CO₂. Brightfield images were acquired every hour for a period of 96 hours with an exposure time of 300ms and 90x magnification with an 1x objective. For each field of view five Z slices were acquired. The microscopy data was analysed using custom MATLAB software.

2.7 Image Analysis

Home made semi-automatic segmentation software was used to analyse the microscopy data. Cells were segmented by a threshold method in which the deviation of pixel values compared to the mean pixel value was calculated per cell. Since the edges of the cell have the highest deviation from the mean, cells could be accurately segmented by thresholding. In the last step noise is removed and the segmented edges of the colony were filled. From the segmented colonies, the area parameter was retrieved.

![Figure 2.3: Overview of the segmentation process. (1) The bright-field image of original colony. (2) The deviation of all the pixel values compared to the mean. (3) The threshold binary image of the colony. (4) Noise was removed and the edges of the colony were filled.](image)
2.8 RNA-sequencing

RNA-sequencing was performed by Hirad Daneshpour. For sequencing the RNA of E14 cells was extracted as described in the RT-qPCR section. cDNA library was prepared using the Lexogen QuantSeq FWD 3’ mRNA-Seq Library Prep Kit. Sequencing was performed with a Illumina MiSeq Personal Sequencer. Tuxedo Suite was used for the read alignment. Tuxedo Suite contains the open source software tools Bowtie, TopHat and Cufflinks [68–70]. These tools enables comprehensive analysis of RNA-sequencing data. Reads were normalized and expression level is reported in fragments per kilobase of transcript per million mapped fragments (FPKM).
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Results

We know that ESCs have the molecular tools to communicate with each other (e.g. through Fgf, Bmp, Wnt, Notch-delta signalling). As cell-to-cell communication is often mediated through extracellularly secreted diffusible molecules or through cell contact-dependent signalling, most likely altering the seeded number of cells will affect the strength of communication as it varies the space between cells/colonies. We start by studying the effect of altering the seeded number of cells at a population level. By zooming in to a colony level, more insights into how collectivity is established could be found. The last step would be to determine the molecular mechanism behind collectivity in differentiating ESC populations. In addition, a preliminary model based on the reaction-diffusion equation is provided to potentially give more insights into the system.

![Diagram](image)

**FIGURE 3.1:** Overview of results chapters covered in this thesis. Starting at a population level and slowly zooming in to a molecular level.

3.1 Population-level

3.1.1 Growth Dynamics

We started studying the growth of pluripotent and differentiating ESCs by only altering the seeded number of cells $N_{seed}$, ESCs were grown for six days on a $\varnothing 10cm$ plate in different types of media, refreshing the cell culture media on day two.

In figure 3.2, we see that when cells are grown in a pluripotency medium, i.e. Serum/LIF (S+L) or N2B27+2i+LIF (2i+L) (purple and dark blue respectively), cells will grow and survive irrespective of the seeded number of cells. Interestingly, when grown in a differentiation medium such as N2B27 with or without retinoic
Figure 3.2: Plot of growth \( \frac{N_{\text{final}}}{N_{\text{seeded}}} \) versus the seeded number of cells \( N_{\text{seeded}} \). Cells were plated on a \( 10\text{cm} \) dish in different types of media, the media was refreshed on day two. Six days after plating \( N_{\text{final}} \) was measured using a hemocytometer. Colours represent the different conditions and cell lines. Both pluripotency (S+L (serum LIF), 2i+L (N2B27+2i/LIF) and differentiation (N2B27 ± retinoic acid(RA)/CHIR99021(CHIR)) media were used. The addition of RA or CHIR to the medium guided differentiation towards the neural ectoderm (NE) or mesendoderm (ME) lineage respectively. Error bars represent the standard error of the mean of a minimum of three biological replicates.

acid or CHIR99021 (N2B27 ± RA, N2B27 ± CHIR respectively), cells plated at low seeded densities show an extinction trend over the course of 6 days, while cells at high seeded densities survive and grow similarly to the cells in a pluripotent state. These results indicate that the survival of differentiating cells is density dependent. Another feature is the sharp transition from dying to expanding differentiating cell populations. A 10-fold change in \( N_{\text{seeded}} \) results in 100 fold change in growth \( \frac{N_{\text{final}}}{N_{\text{seeded}}} \) for E14 cells grown in N2B27+RA. In comparison, when cells are grown in a pluripotency medium a 10 fold change in \( N_{\text{seeded}} \) results in a 5 fold change in \( \frac{N_{\text{final}}}{N_{\text{seeded}}} \). Experiments were done both in the wildtype (E14) (orange and red) and 46C (brown and yellow) cell lines as a control to test that the transition was not cell line dependent. Similarly, a control with (red and purple) and without (orange and yellow) RA and CHIR (green) was carried out. Both controls show that the transition is not dependent on the cell line or the signalling molecules RA and CHIR. Also, these controls show that it does not depend whether cells differentiate towards the NE or ME lineage. The last minor feature these results show is that cells that have been exposed to RA tend to grow better than the cells that have not, e.g compare value of \( \frac{N_{\text{final}}}{N_{\text{seeded}}} \) of N2B27 (46C) (yellow) to value of \( \frac{N_{\text{final}}}{N_{\text{seeded}}} \) N2B27 + RA (46C) (brown) at \( N_{\text{seeded}} = 10^5 \).
These findings show that the population growth dynamics of differentiating ESCs is not straightforward, i.e. the seeded number of cells determines whether the population can expand and therefore reach the carrying capacity of the plate. Cells plated at a low number of seeded cells have more available space to grow and more nutrients available per cell than the cells plated at a high number of seeded cells. Also, ESCs in a pluripotent state grown in N2B27+2i+LIF are able to survive irrespective of the number of seeded cells, while cells grown in just N2B27 die over time at a low number of seeded cells. As we observed that the seeded population either expands or goes extinct, we can conclude that there is a population-level control for growth exclusively during differentiation.

Next, we wondered how the sharp growth transition emerged in time. For the experiments, cells were grown over a period of up to 15 days in N2B27 medium which was refreshed with N2B27 + RA on day two. These experiments were done with both the E14 and 46C cell lines.

Overall, E14 (3.3 (A)) shows similar growth characteristics as 46C (3.3 (B)). Cells plated at a high number of seeded cells expand, while cells at a low number of seeded cells number show an extinction profile. Shown in figure 3.4 are the microscopy snapshots that complement that data. In the top panel a high seeded number of cells was plated on a 10 cm dish (Nseeded = 300k, k = 1000), in the bottom panel a low seeded number of cells was plated (Nseeded = 75k). Snapshots were taken of day one, day three and day five of the 46C cell line. The snapshots show that the morphology of the colonies changes drastically over a short period of time. The morphology changes from a packed shape (with rather spherical cells) to a spiky shape (with rather flat cells) which is a characteristic of NE differentiation [59]. The snapshots also show the occurrence of some cell dead for cells plated at a high seeding density.

The data in figure 3.3 shows a third interesting feature. For both the E14 (Nseeded = 75k, Nseeded = 70k, Nseeded = 60k) and 46C (Nseeded = 112k, Nseeded = 100k) cell lines, there is a certain range of initial densities in which the population neither expands nor goes extinct. We refer to this feature as the stationary population. The stationary population is not an artefact of a particular cell line, since it appears in both the wild type and modified cell lines.

Figure 3.5 is another representation of figure 3.3 (B) for a set of Nseeded. Figure 3.5 clearly demonstrates the narrow range of seeding densities for which the stationary populations occurs. Less than a two fold difference in seeded number of cells in this range can make the difference between an expanding or dying population, Nseeded = 100k is a stationary population, Nseeded = 200k is an expanding population and Nseeded = 50k is a population with an extinction trend. These results hint that the transition from a population expanding or going extinct is critical, i.e. there is a critical threshold of seeded number of cells which dictates the tipping point of the populating expanding or going extinct. Interestingly, there is a range ([Nseeded = 125k, Nseeded = 75k]) around this threshold for which the population remains stationary in the course of six days.

These critical transitions can also occur in natural populations of fish. Small environmental perturbations can wipe out a whole population if near a critical threshold. A plausible example is the collapse of the Canadian cod fishery in Nova Scotia [71].
Figure 3.3: Growth dynamics over a timespan of up to fifteen days for E14 (A) and 46C (B) cell lines. Cells were grown on a 10 cm dish in N2B27 medium which was refreshed with N2B27 + RA on day 2. $N_{\text{final}}$ was measured using a hemocytometer. The legend represents the initial number of seeded cells with $k = 1000$, colours do not match between (A) and (B). Error bars represent standard error of the mean of a minimum of three biological replicates.

An explanation for such a collapse is that the growth rate at low population densities is negative and maximum at intermediate densities, this biological phenomenon is known as the strong Allee effect [72] (inline 3.6). The Allee effect is observed in many species and influences the dynamics of a population. The proliferation rate at the higher population number reduces because of e.g. a shortage of space and nutrients. The curve crosses the $\frac{dN}{dt} = 0$ at $K$, the carrying capacity of the population, at 0, where the population has gone extinct, and at a third point in between. The strong Allee can be modelled mathematically by a differential equation:

$$\frac{dN}{dt} = rN\left(\frac{N}{A} - 1\right)(1 - \frac{N}{K})$$

where $N$ is the population size, $r$ the growth rate, $K$ the carrying capacity and $A$ the critical point.
3.1. Population-level

Figure 3.4: Microscopy snapshots of 46C cells at $N_{\text{seeded}} = 300k$ (top) and $N_{\text{seeded}} = 75k$ (bottom) from day one, day three and day five after seeding the cells (left to right). Cells were grown on a $\varnothing 10\text{cm}$ dish in N2B27 medium which was refreshed with N2B27 + RA on day two. The “blur” in the images from the high $N_{\text{seeded}}$ due to many floating dead cells. Scale bar = 200 $\mu m$.

Figure 3.5: Growth dynamics over a timespan of six days of 46C cells at nine different seeded cell numbers $N_{\text{seeded}}$. Cells were grown on a $\varnothing 10\text{cm}$ dish in N2B27 medium which was refreshed with N2B27 + RA on day two. $N_{\text{final}}$ was measured using a hemocytometer. Different colours represent the different biological replicates.
We find signatures of the strong Allee effect by re-plotting data shown in figure 3.3 (B). Analysing the change of population number over subsequent days as function of the number of cells at time $t$ allowed to identify the fixed points of the system (figure 3.6). For this system, the fixed points are identified at the points at which the ratio of population numbers between subsequent days $\frac{N_{t+1}}{N_t}$ is equal to one, with $N_t$ the population number at day $t$ (t=1 to 6). These fixed points resemble the conditions at which there is no change in population size over time. If we assume the strong Allee effect to be present in the system we can find the seeding densities corresponding to the fixed points by least mean square fitting the mathematical model of the Allee effect to the data. The stability of the fixed points is determined by whether the population will return to the fixed points if the population number is perturbed around the fixed points or not. The fixed point at $N_t \approx 10^7$ is stable, this point is located at the carrying capacity $K$ of the dynamical system. A population larger than the carrying capacity has a growth ($\frac{N_{t+1}}{N_t}$) smaller than one, such that the population will shrink to the carrying capacity. However, a population smaller than the carrying capacity and larger than the other fixed point will have a growth larger than one, such that the population will grow to the carrying capacity. The other fixed point located at the critical threshold at $N_t \approx 5.5 \cdot 10^4$ is unstable. Populations larger than the critical threshold will grow towards the carrying capacity and populations smaller than the critical threshold will go extinct. At the critical threshold a small perturbation in the seeded cell number can shift the growth behaviour of the population (extinction or expansion of the differentiating ESC population) to a different one. Seeding cells below the critical threshold reveals a loss of resilience during differentiation compared to when maintained pluripotent. The third fixed point (stable) of the system is located at $N_t = 0$ (not shown in figure 3.6).

Generally in dynamical systems, the rate at which the system recovers from a small perturbation close to the critical threshold is very low, this phenomenon is known as critical slowing down \[73\]. For the case of differentiating ESCs it would mean that when cells are plated at a $N_{seeded}$ closer to the critical threshold, the population needs longer to reach stable state. In general, as you get closer to critical threshold, the time needed to reach the stable state will go to infinity. Some indicators of critical slowing down are an increase in variation and autocorrelation time in population number close to the critical threshold. A preliminary experiment in which eight plates of $N_{seeded} = 100k$ of 46C cells were grown in N2B27 and refreshed with N2B27+RA on day two for a period of 15 days, show that the populations of three out of eight plates survive and the remainder populations die after 15 days (illustrated in figure 3.7). In figure 3.7 growth dynamics from figure 3.3 (B) for $N_{seeded} = 500k$, $N_{seeded} = 100k$ and $N_{seeded} = 50k$ are shown for reference. Plotting the variation of population number after 15 days of growth for these three conditions would result in the largest variation for $N_{seeded} = 100k$. Although, experiments in which plates with $N_{seeded} = 500k$ and $N_{seeded} = 50k$ are grown for 15 days are still lacking as mentioned in the discussion. However, these results already indicate that there is critical slowing down at the critical threshold of the system of differentiating cells. This critical threshold would imply that the differentiating ESCs are a homogeneous connected network on a plate \[74\]. These results are an early sign of population-level collectivity of ESCs committing to the NE or ME lineage.
3.1. Population-level

**FIGURE 3.6:** Analysis of the change of population number over subsequent days ($t = 1$ to $6$) as function of the seeded number of 46C cells (grey data points). Cells were grown on a $10\text{ cm}$ dish in N2B27 medium which was refreshed with N2B27 + RA on day two. $N_f$ was measured using a hemocytometer. A least square fit (green) through the data points was based on the mathematical description of the strong Allee effect (inline). The fixed points (blue) are identified at $\frac{N_{t+1}}{N_t} = 1$.

**FIGURE 3.7:** Growth dynamics over a timespan of up to 15 days of 46C cells at three different seeded cell numbers $N_{seeded}$. Cells were grown on a $10\text{ cm}$ dish in N2B27 medium which was refreshed with N2B27 + RA on day two. $N_{final}$ was measured using a hemocytometer. Different colours represent the different seeded number of cells. Errorbars indicate standard error of the mean.
In summary, a population of differentiating ESCs expands, stays stationary or goes extinct depending on the seeded number of cells. These features indicate that there is a population-level control exclusively during differentiation as growth during pluripotency is unaffected by the seeded number of cells. Furthermore, a differentiating ESC system exhibits a tipping point and show hints of critical slowing down. The petri dish size seems to be the scale at which the ESCs population collectively behaves during differentiation.

3.1.2 Differentiation Dynamics

Aside from growth dynamics, we were also interested in how successfully the ESCs can differentiate when varying the seeded number of cells. The 46C cell line has a GFP tag that is expressed when Sox1 is expressed. By using this cell line and measuring the GFP, the % of Sox1:GFP positive cells in a population could be measured. The % of Sox1:GFP positive cells in a population indicates the % of the population that has differentiated towards the NE lineage. Complementary to figure 3.3 (B), figure 3.8 shows the % of cells that are Sox1:GFP positive in a population for various cell seeding numbers. These are the same cells as in figure 3.3 (B), i.e. 46C cells were grown in N2B27 and refreshed with N2B27 + RA on day two. Not surprisingly, we find that there is a differentiation efficiency smaller than 100%, the highest observed % of Sox1:GFP positive cells is 73.44% ± 3.73 at \( N_{\text{seeded}} = 175k \). When comparing the % of differentiated cells for a high seeded cells number \( N_{\text{seeded}} = 300k \) with a % Sox1:GFP = 70.4% ± 2.73 to the % of differentiated cells for a low seeded cell number \( N_{\text{seeded}} = 50k \) with % Sox1:GFP = 24.1% ± 8.49, we observe more than a two-fold difference. It also seems that the highest seeded density population (\( N_{\text{seeded}} = 700k \)) is not necessarily the population with the highest % of differentiated cells (\( \% \) Sox1:GFP = 61.2% ± 2.18). These experiments show that aside from growth, the seeded number of cells also control the differentiation efficiency.

Therefore we combined to two datasets the 46C cell line into a three dimensional plot (time, \( N_{\text{final}}/N_{\text{seeded}} \) and \( N_{\text{seeded}} \)) with a colourmap that indicates the percentage of Sox1:GFP positive cells (figure 3.9). Two regions can be observed; the side of the low initial seeding densities is flat indicating that the cells barely grow in time. The cells plated at a higher initial seeding densities start expanding quickly after two to three days. The expansion overlaps with the largest percentage of Sox1:GFP positive cells, while the cells that did not grow well had the smallest percentage of Sox1:GFP positive cells. The highest seeding densities plateau and reach the carrying capacity after five days and have a lower percentage of Sox1:GFP positive cells than the cells that are actively still growing. These results show a correlation between population growth and differentiation.

In summary, these results show that aside from controlling growth, the seeded number of cells also control the differentiation efficiency of cells with a NE fate. Furthermore, results show a correlation between population growth and differentiation.
3.1. Population-level

**Figure 3.8:** % of Sox1::GFP positive cells indicating the % of differentiated cells towards the NE lineage. 46C cells were grown on a 10 cm dish in N2B27 medium which was refreshed with N2B27 + RA on day two. Different colours represent different seeded number of cells. % of Sox1::GFP positive cells in the population was measured using flow cytometry. Errorbars indicate the standard error of the mean of a minimum of three biological replicates.

**Figure 3.9:** Growth differentiation landscape for NE differentiation. Colourmap represent the percentage of Sox1::GFP positive cells. 46C cells were grown on a 10 cm dish in N2B27 medium which was refreshed with N2B27 + RA on day two. All data points are averages of at least three biological replicates. $N_{\text{final}}$ was measured using a hemocytometer. % of Sox1::GFP measured using flow cytometry.
3.2 Colony-level

The next step aims at connecting the features from the population level with features from the colony level. We want to study how colonies exhibit the three previously found features (expansion, stationary, extinction). By using brightfield time-lapse microscopy we tracked colonies of E14 cells at high, medium and low seeding densities. For these experiments cells where grown on a 6cm dish instead of a 10cm dish. The cells were imaged in N2B27 for 96 hours, taking a snapshot every hour. In figure 3.10 a montage of ten frames of a 96 hour time-lapse of a high seeded density plate $N_{seeded} = 181k$ is shown. This timelapse shows that even for a high seeded density, cell death occurs at the first two days. The rest of the surviving colonies grow, merge and start changing their morphology as they differentiate. In contrast, almost all of the colonies at a low seeded density $N_{seeded} = 36k$ die in the first two days (figure 3.11).

Next we wondered if we could predict whether a cell or colony would die or survive based on simple properties of the colonies such as the area and the number of colonies in a field of view. By segmenting the cells in the timelapses, we were able to obtain the area and number of colonies in the field of view. Segmentation was done for high, medium and low seeded number of cells. Traces of the ratio of the area at time $t$ and the initial area are shown in figure 3.12. The black lines represent the cells that are still alive after 96h, the green lines represent the cells that died and the red line is the mean of all the traces. Traces for the high number of seeded cells $N_{seeded} = 181k$ show that most of the colonies survive and grow exponentially in size. For the medium number of seeded cells $N_{seeded} = 90k$ most of the colonies died before the 96 hour mark. On average the colonies that do survive do not grow as well as the high initial density colonies. Traces of the low number of seeded cells $N_{seeded} = 36k$ show that there is close to no survival of colonies except for a spare few. In table 3.1 Fold increase of the mean area and the % of dead colonies after 97h are shown. As the seeded number of cells decreases the fold-increase in area decreases and the % of dead colonies increases. Similarly to the macroscopic population, these results show that whether a colony expands or goes extinct depends on the seeded number of cells. However, from these results we cannot predict whether a cell or colony would die based on the initial area.

We want to develop a model that provides the probability of survival for any initial colony area. The data of the initial areas can be plotted as a scatterplot with alive (1) or dead (0) on the y-axis and the initial areas on the x-axis. To model the probabilities of the cell surviving for each initial area we use logistic regression. Logistic regression can model the probability of an event (alive or dead) depending on values of independent variable(s) (initial colony area). The logistic regression model can predict the effects of a series of variables on a binary response variable. Binary data does not have a normal distribution, which is a condition for most other types of regressions, hence logistic regression is used. The goal of logistic regression is to estimate $p$ for a linear combination of the independent variables.
3.2. Colony-level

Figure 3.10: Frames of a microscopy timelapse of E14 cells grown in N2B27 at a seeding number of $N_{seeded} = 181k$ (k=1000) on a 6 cm dish. Frames are shown with a 10 hour interval. Cell death occurs at the first two days. The rest of the surviving colonies expand and merge to form bigger colonies. Scale bar = 116 μm
Figure 3.11: Frames of a microscopy timelapse of E14 cells grown in N2B27 at a seeding number of $N_{\text{seeded}} = 36k$ (k=1000) on a 6cm dish. Frames are shown with a 10 hour interval. All colonies die over the course of the time-lapse.
3.2. Colony-level

**Figure 3.12:** Area traces of 96 hours timelapses of high (181k), medium (90k) and low (36.2k) seeded densities (from left to right). E14 cells grown in N2B27 at a on a 6 cm dish. Black lines indicate survival traces, green lines indicate traces that died and the red trace indicates the mean. The y-axis represents the ratio of area at time t and the initial area $\frac{A_t}{A_0}$.

**Table 3.1:** Table showing the fold increase of the mean area traces in 96 hours ($A_{96}/A_0$) and % of dead colonies after 96h for $N_{seeded} = 181k, N_{seeded} = 90k$ and $N_{seeded} = 36k$ ($N_{deathcolonies}/N_{totalcolonies}$).

<table>
<thead>
<tr>
<th>Fold increase of area in 96 hours</th>
<th>$181k/21cm^2$</th>
<th>$90k/21cm^2$</th>
<th>$36k/21cm^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>% dead colonies after 96h</td>
<td>$\approx 10$</td>
<td>$\approx 5$</td>
<td>$\approx 2$</td>
</tr>
<tr>
<td></td>
<td>26.7</td>
<td>84.6</td>
<td>89.1</td>
</tr>
</tbody>
</table>

The logistic function is the inverse of the logit function:

$$\text{logit}(p) = \ln\left(\frac{p}{1-p}\right) \leftrightarrow \logit^{-1}(x) = \frac{1}{1 + e^{-x}} = \frac{e^{\alpha}}{1 + e^{\alpha}}$$

With $\alpha$ some number. The logit function is equivalent to a linear function of the independent variables.

$$\text{logit}(p) = \ln\left(\frac{p}{1-p}\right) = \beta_0 + \beta_1 x_1$$

To find the estimated regression equation we need to solve above equation for $p$.

$$\frac{p}{1-p} = e^\beta_0 + \beta_1 x_1$$

$$p = e^\beta_0 + \beta_1 x_1 - e^\beta_0 + \beta_1 x_1 \cdot p$$

$$p(1 + e^\beta_0 + \beta_1 x_1) = e^\beta_0 + \beta_1 x_1$$
\hat{p} = \frac{e^{\beta_0 + \beta_1 x_1}}{1 + e^{\beta_0 + \beta_1 x_1}}

The coefficients $\beta_0$ and $\beta_1$ were estimated by using the `mnrfit` function in MATLAB. The function solves the estimations of the coefficients by using the maximum likelihood estimation (MLE). The independent variable $x_1$ represents the initial area. By using the estimated coefficients, estimated probability of dying given the initial area for the three initial densities can be plotted (3.13).

![Figure 3.13: Summary plot of probability of surviving given the initial area $P_{\text{Survival}}(A_0)$ determined by logistic regressions for three different conditions, $N_{\text{seeded}} = 181k$ (green), $N_{\text{seeded}} = 90k$ (red) and $N_{\text{seeded}} = 36k$ (yellow), $k = 1000$. Dots indicate whether a colony died (0) or survived (1) over the course of 96 hours. Probabilities are based on time-lapses in which E14 cells are grown on a $\varnothing 6cm$ dish in N2B27 for 96 hours.](image)

In Figure 3.13, the estimated probabilities of survival given the initial area are shown for the three seeded cell numbers. The low initial colony area are mostly single cells, while higher initial areas represent colonies that consists of multiple cells. It can be seen that for the high and medium seeded number of cell the probability of survival increases as the the initial area increases. The probability of survival for the low number of seeded cells seems to stay roughly constant independent of the initial area. These results indicate that the initial area of a colony is important for the survival at the higher range of seeded cell numbers. These results also show that the probability of survival for each initial area increases as the seeded number of cells increases. The probability of cell survival depends on the initial area and the seeded number of cells.
The second parameter we measured during the analysis is the number of colonies in the field of view. If the survival of colonies depends on the number of colonies in a field of view, then the collective behaviour of differentiating ESCs populations would matter on a local scale. In figure 3.14, estimated probabilities of survival given the initial area are shown for four fields of views plated at $N_{\text{seeded}} = 90k$. The figure shows that there is no increase in the probability of survival as the number of colonies in a field of view increases. These primary results hint that the local behaviour of colonies at the scale of the field of view is not important for the survival of colonies. However, from figure 3.13 we know that an increase in the number of seeded cells increases the probability of survival of the colonies. These results show that the scale at which the differentiating ESCs population collectively behave is larger than the field of view, confirming the results found at the population-level.

In summary, we found two density-dependent features at the colony level that are also present at the population-level, i.e. expansion and extinction. The stationary phase remains to be found. The result show that the probability of survival of colonies depends on the seeded density and the initial area of the colonies. However, the probability of survival seems to be independent of the number of colonies in the field of view, suggesting that the scale of collectivity of differentiating ESCs is larger than the field of view.
3.3 The Search for a Molecular Mechanism

Next we turned to the molecular mechanism underlying the density dependent population behaviour of differentiating ESCs. Cells communicate by signalling molecules. One possibility is that adjacent cells transmit signals to each other such that cells need to be in contact to communicate, this form of cellular communication is known as juxtacrine signalling. Another option is the secretion of a soluble factor in the medium that diffuses towards neighbouring cells. We wondered what happens if we take the environment (i.e. culture medium) of cells seeded at a high density (population expands) to cells seeded at a low density (population goes extinct). We designed an experiment in which we transfer the medium of cells that are plated on a $\varnothing 10cm$ dish at a high seeded density ($N_{\text{seeded}} = 300k$) to low seeded density ($N_{\text{seeded}} = 50k$) (figure 3.15). For this experiment 46C cells were used. The cells from which the medium is transferred are grown in N2B27 and refreshed with N2B27+RA on day two. This experiment was done over a period of six days. Some controls were performed to make sure that the observed effects were a consequence of the transferring of the medium. One control showed that no cells are brought over during the medium transfer process.

**Figure 3.15:** Schematic overview of the medium transfer experiment. High seeding density cells are grown on a $\varnothing 10cm$ dish in N2B27 and refreshed with N2B27+RA on day two. Medium is transferred daily from initially high seeded density cells to low seeded density cells for a period of six days. At the sixth day the cells are counted using a hemocytometer and fluorescence is measured using flow cytometry.

Figure 3.16 shows that transferring the medium every day for a period of six days enabled the low seeded density population to expand instead of going extinct. A control was done to make sure that the observed result is not a consequence of giving the cells new nutrients daily. The microscopy images (figure 3.17) of the transfer experiment show that there are more cells and that the morphology of the cells has changed over the course of six day. Furthermore, the percentage of differentiated cells also increased significantly. The results of this experiment leaves out a molecular mechanism in which juxtacrine signalling is important, since only the culture medium is transferred.
3.3. The Search for a Molecular Mechanism

**Figure 3.16:** Bar plot showing $N_{\text{final}} / N_{\text{seeded}}$ (blue) and %Sox1 : GFP positive cells (red) of 46C cells at $N_s = 50k$ (left), $N_s = 300k$ (middle) and $N_s = 50$ with daily medium transfer (right). $N_{\text{final}}$ was measured with a hemocytometer. The %Sox1 : GFP positive cells was measured using flow cytometry. The controls were grown on a $10cm$ dish in N2B27 and refreshed with N2B27 + RA on day two. The error bar indicates the standard error of the mean of a minimum of three biological replicates.

Probably, a soluble factor secreted by the cells seeded at a high density is responsible for the survival of the cells seeded at a low density. In a follow up experiment, we refreshed the medium of different initial density with fresh medium daily (figure 3.18). The cells that were refreshed daily showed less growth and a smaller % of the population was Sox1 positive. However, it is not clear whether the observed result is a consequence of the daily addition of fresh (toxic) RA or something else.
To find possible candidate molecules for a suitable biological mechanism, Hiran Rad Daneshpour performed RNA-sequencing on a number of different samples with different initial cell densities on different days. The conditions consist of a pluripotent control (CD0F), \( N_{\text{seeded}} = 800k \) grown for two days in N2B27 (S800kD2N) and \( N_{\text{seeded}} = 800k \) (S800kD4NR), \( N_{\text{seeded}} = 200k \) (S200kD4NR), \( N_{\text{seeded}} = 100k \) (S100kD4NR) grown for four days in N2B27, refreshing the media on day two with N2B27+RA. All RNA sequencing was performed on RNA of the wild type (E14) cell line. A heatmap with a list pluripotent gene expression for the different conditions is shown in figure 3.19. The heatmap shows, as expected, that the pluripotent genes are more highly expressed in the control sample when compared to the other samples. This is a good indication that the RNA-sequencing and analysis worked properly, a similar heatmap was made for genes that are expressed in cells that differentiated to the NE-lineage (figure appendix B.5).

On figures 3.20 and 3.21, heatmaps of important pro- and anti apoptotic factors can be found. Apoptotic and anti apoptotic factors play a crucial role in the survival of a cell. The balance of the activity of anti- and pro apoptotic factors can determine whether a cell will go into apoptosis or not. Upon withdrawal of the pluripotent state, overexpression of an antiapoptotic factor Bcl2 can prevent apoptosis [75]. Differentiation and apoptosis have been linked before in vivo [76]. The first days after leaving the pluripotent state are crucial for the cells. The expression of the pro apoptotic genes seems to be rather constitutively, however, the expression of anti apoptotic genes seems to turn on after cells leave their pluripotent state. Interestingly as in Duval et al., Bcl2 starts to be expressed after withdrawal of the pluripotent state [75]. Furthermore, it seems that the expression of Bcl2 is highest for the highest seeded density (S800kD4NR).
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FIGURE 3.19: Heatmap showing expression of pluripotent genes for the five different conditions. The conditions consist of a pluripotent control (CD0F), $N_{seeded} = 800k$ grown for two days in N2B27 (S800kD2N) and $N_{seeded} = 800k$ (S800kD4NR), $N_{seeded} = 200k$ (S200kD4NR), $N_{seeded} = 100k$ (S100kD4NR) grown for four days in N2B27, refreshing the media on day two with N2B27+RA. Light blue represents low expression and dark blue represents high expression.

This density dependent expression might indicate that expression of Bcl2 plays a part in the molecular mechanism that behind density depended population behaviour. However, Bcl2 is not a signalling molecule. Duvel et al. describe the expression of Bcl2 as an reaction to the removal of the signalling molecule LIF [75]. RNA-sequencing also showed that LIF is slightly expressed in the differentiating samples (figure 3.18).

Expression of LIF might hint to a mechanism in which LIF is signalled between the neighbouring cells to promote survival. To further investigate the molecular mechanism we performed RT-qPCR on low and high seeded cell densities ($N_{seeded} = 50k$ and $N_{seeded} = 300k$) at day one and day two in N2B27 medium. RT-qPCR was performed on a set of genes active in apoptosis and the LIF gene (figure 3.22). The results suggest that the high seeded density has a higher expression of the anti-apoptotic genes when compared to the low seeded density. The apoptotic genes seem to be constitutively expressed for both cases, indicating that the increase in expression of the anti-apoptotic genes might determine the survival of a population. LIF also has a higher expression in the high seeded density condition when compared to the low seeded density condition.
Figure 3.20: Heatmap showing expression of pro apoptotic genes for the five different conditions. The conditions consist of a pluripotent control (CD0F), \( N_{\text{seeded}} = 800k \) grown for two days in N2B27 (S800kD2N) and \( N_{\text{seeded}} = 800k \) (S800kD4NR), \( N_{\text{seeded}} = 200k \) (S200kD4NR), \( N_{\text{seeded}} = 100k \) (S100kD4NR) grown for four days in N2B27, refreshing the media on day two with N2B27+RA. Light blue represents low expression and dark blue represents high expression.

Figure 3.21: Heatmap showing expression of anti apoptotic genes for the five different conditions. The conditions consist of a pluripotent control (CD0F), \( N_{\text{seeded}} = 800k \) grown for two days in N2B27 (S800kD2N) and \( N_{\text{seeded}} = 800k \) (S800kD4NR), \( N_{\text{seeded}} = 200k \) (S200kD4NR), \( N_{\text{seeded}} = 100k \) (S100kD4NR) grown for four days in N2B27, refreshing the media on day two with N2B27+RA. Light blue represents low expression and dark blue represents high expression.
3.3. The Search for a Molecular Mechanism

Figure 3.22: RT-qPCR performed on RNA from the wildtype (E14) cell line at $N_s = 50k$ (green) and $N_s = 300k$ (blue) grown in N2B27 for one or two days. Expression was normalized using a housekeeping gene GAPDH. The fold enrichment was calculated by using the $2^{\Delta\Delta C_t}$ method [67]. Data from one biological replicate.

Aside from these results, we also wondered whether cells at a low seeded density are pluripotent for a longer time than the cells at a high seeded density. For these experiments, the cell lines with the GFP-tagged pluripotency markers were used. The markers Nanog (E14/N14) and Oct4 (O4G) are active when cells are in a pluripotent state. Cells were set up at different seeded densities over a period of hours (E14/N14 cell line) or days (O4G cell line) in N2B27, refreshing with N2B27 + RA on day 2. The % of Nanog (fig. 3.23) or Oct4 (fig. 3.24) positive cells was measured using flow cytometry.

Figure 3.23: Growth (left) and differentiation (right) dynamics of the Nanog-GFP (E14/N14) cell lines at various seeding densities (different colours). Cells were on a ϕ10cm grown in N2B27 and refreshed with N2B27+RA on day two. $N_{final}$ was measured using a hemocytometer. % Nanog-GFP was measured using flow cytometry. Data based on a single biological replicate.
Figure 3.24: Growth (left) and differentiation (right) dynamics of the Oct4-GFP (E14/N14) cell lines at various seeding densities (different colours). Cells were on a 10 cm grown in N2B27 and refreshed with N2B27+RA on day two. \( N_{\text{final}} \) was measured using a hemocytometer. % Oct4-GFP was measured using flow cytometry. Error bars indicate standard error of the mean of a minimum of three biological replicates.

Figure 3.23 shows that the drop of % of Nanog positive cells is not dependent on the seeding density. However, figure 3.24 show that the drop of % of Oct4 positive cells depends on the seeded density. The higher the seeded density the faster the amount of Oct4 positive cells drops (e.g. compare the % of Oct4GFP at day 5 for \( N_{\text{seeded}} = 50k \) and \( N_{\text{seeded}} = 300k \). These results indicate that populations at a low seeded density take longer to turn off Oct4 expression, in other words a fraction of the population remains pluripotent.

In summary, the biological mechanism behind the density dependent population behaviour mainly depends on a soluble factor secreted into the medium. Furthermore, the regulation of expression of anti and pro apoptotic factors could determine whether a population survives or not. A mechanism involving LIF is plausible, as the qPCR shows that LIF is expressed at a high level in cells seeded at a high density.
3.4 A Model for Collective Survival

The main focus of this thesis is on the biological experiments, however, we wondered if a model could answer whether the secretion of one type of signalling molecule is a possible explanation for the three observed features (expansion, stationary and extinction) in populations of differentiating ESCs. In this primary model the secretion of a molecule by a cell is modelled mathematically by the reaction-diffusion equation. The reaction-diffusion equation that models the concentration of a molecule in space and time.

\[
\frac{\partial M}{\partial t} = D_M \nabla^2 M + R(M)
\]

By using the approach as in Olimpio et al., we obtain the steady state solution for the concentration of M.\(^\text{[77]}\).

\[
M(r) = \frac{cR}{r} e^{(r-R)/\lambda}
\]

with

\[
c_R = \frac{\eta \gamma}{4\pi R \lambda (\lambda + R)}
\]

\(\lambda = \sqrt{\frac{D_M}{\gamma}}\) is the diffusion length, \(\eta\) the secretion rate of the cells, \(\gamma\) the degradation rate of the molecule and \(R\) the radius of the cell.

The model starts with the (uniformly) random placement of cells on a circle. A circle was chosen because cells are grown in circular plates during experiments. These cells have 3 potential actions that are governed by a simple set of rules; the cells can die, divide or remain senescent. Each cell is a source of the signalling molecule M. The concentration of M is determined by the reaction-diffusion equation shown above. Each x timesteps cells will decide whether they are going to divide or remain senescent. The choice depends on the concentration of signalling molecule present at the location of the cell. If the local concentration of signalling molecules is higher than a certain threshold, cells will choose to divide. Otherwise cells will be in a senescent state and essentially do nothing. During division the daughter cell will locate on one of the 8 pixels that is surrounded by the mother cell, if all 8 neighbouring pixels of the mother cell are already occupied by other cells, the mother cell will automatically go into a senescent state. Cells die if they have been in a senescent state for three events in a row. A schematic overview is shown in 3.25.

The model was run for a set of seeded number of cells. When finished, the growth was measured. The simulation was run for 400 timepoints. The parameters used for the reaction-diffusion equation listed in the appendix. Figure 3.26 shows \(N_{\text{final}}/N_{\text{seeded}}\) after 400 points for the set of seeded number of cells. The result is similar to the experimental result, i.e. populations at high \(N_{\text{seeded}}\) survive and populations at low \(N_{\text{seeded}}\) show an extinction trend. These result show that in our specific model the secretion and sensing of a single signalling molecule enables the population to collectively survive or collectively go extinct. To find out whether a stationary population is also present in the model, we plotted the growth in time of the \(N_{\text{seeded}}\) at which \(N_{\text{final}}/N_{\text{seeded}}\) is approximately one (figure 3.27). Figure 3.27 shows there is no such stationary population. The population of \(N_{\text{seeded}} = 2481\) first dips and then expands. However, we have not tried changing the parameter values which might enable a stationary population to occur in the model.
Chapter 3. Results

Figure 3.25: Schematic overview of the possible actions of a cell in the model. Every x timesteps the cell measures the concentration of the signalling molecule (C). When higher than a certain threshold the cell will divide. If the concentration is lower the cell will remain senescent. If the cell is senescent for three actions in a row the cell will die.

Figure 3.26: Plot of growth $\left( \frac{N_{\text{final}}}{N_{\text{seeded}}} \right)$ versus the seeded number of cells $N_{\text{seeded}}$. Cells were uniform randomly distributed on a circle with a radius of 66 pixels and simulated for 400 timesteps. Every 40 timesteps cells would undertake one action (divisions, senescence or dead). Plot is the average of three simulations.

In summary, for this particular model the secretion and sensing of a single signalling molecule enables density dependent population survival behaviour. However, no stationary population was found.
3.4. A Model for Collective Survival

**Figure 3.27:** Growth dynamics of a set of three seeded number of cells. Cells were uniform randomly distributed on a circle with a radius of 66 pixels and simulated for 400 timesteps. Every 40 timesteps cells would undertake one action (divisions, senescence or dead). The waviness of the plot is due to that all cells are synchronized. Plot is the average of three simulations.
Chapter 4

Discussion

So far results have shown that there are signs of macroscopic collective behaviour in differentiating ESC populations. However, experiments still have to be done to verify critical slowing down in the differentiating stem cell system. Critical slowing down can be verified by studying the variation in population number of different biological replicates of cells growing in differentiation medium for 15 days. An increase in variation should be observed when plating a large number of biological replicates at different \( N_{\text{seeded}} \) close to the critical threshold. In addition a control with the \( N_{\text{seeded}} \) that reaches the carrying capacity and the \( N_{\text{seeded}} \) which goes extinct should be done. These controls should have a low variation in population number since all biological plates should either reach the carrying capacity or go extinct.

The three main features of the population are survival, dead and a stationary population and depend on the seeding density of the cells. Is there a biological reason that populations can express these three features? For a pregnant mother mouse, it might be beneficial for the embryo to self-destruct when there are too few cells to develop into a functional embryo, especially when resources are limited. The stationary population of the cells could resemble the in vivo embryonic diapause in mice, a mechanism in which the embryo remains delayed in the blastocyst stage. The main function of the embryonic diapause is to control when the birth takes place, to avoid unfavourable conditions at the time of birth. In vivo experiments have shown that blastocyst may enter the diapause state in the absence of LIF [78]. Furthermore, researchers have shown that blastocyst with a knock out of the Gp130 gene, a component of the LIF receptor, gradually lose their ICM cells and lose their ability to survive [79]. These in vivo studies hint at the important role of LIF (or another factor that binds to Gp130) in regulating blastocyst survival and embryonic diapause. The importance of LIF and/or Gp130 in the survival of in vitro populations remains to be tested. Since cells in the embryonic diapause also remain in a pluripotent state, the embryonic diapause could also be an explanation for the results that show that it takes longer to turn off Oct4 expression for the cells that show an extinction growth profile. The diapause would link both observed results. A time-lapse microscopy experiment in which the GFP of O4G cells is imaged for a period of 96 hours in differentiation medium can show whether it are the pluripotent cells that are unable to differentiate that die or not.

Although experiments have shown hints for a possible molecular mechanism, follow-up experiments are necessary. The autosecretion of LIF might be a plausible candidate. So far, the experiments only consisted of studying the transcript level of LIF in the cell. To verify LIF as candidate, RT-qPCR for LIF should be performed on more conditions, i.e. three and four days after differentiation at a high and low
initial density. We need to be careful when taking the RNA-seq and RT-qPCR data into account, since these experiments only show what happens on a transcript level and not on a protein level. Proteins of a gene do not have to be active even though transcription of the gene is elevated. Proteins can be activated or inactivated by e.g. phosphorylation by protein kinases. To verify a molecular mechanism experiments which alter the gene at a protein level are necessary. For this reason an experiment in which LIF expression is knocked out in cells that are plated at a high initial density would complement the data.

Aside from LIF there might be other possible candidates. One is the auto-secretion of Fgf4. Fgf4 is a protein that is important for both survival and differentiation. Fgf stimulation of the MAPK pathway is necessary for ESCs to commit to a lineage [52]. Another interesting candidate is Cyclophilin A which increases the growth rate of mouse ESCs in dose-dependent manner [80]. The last candidate is the stromal cell-derived factor (SDF)-1/CXCL12 which is secreted by mESCs and increases survival and differentiation [81].

The experiments in which the medium of cells was refreshed daily with N2B27+RA showed that cells were able to grow less and that a smaller % of the population was able to differentiate. One reason might be that the addition of fresh RA is toxic to the cells, however another option is that cells need to be exposed to the signal for a certain amount of time. Aside from these results, we also have data in which we show that the timing of giving the differentiation signal CHIR matters. In these experiments cells of the Brachyury-GFP cell line were exposed to the signalling molecule CHIR at a certain day after plating for a certain amount of time (figure 4.1). On the fourth day the amount of Brachyury was measured with flow cytometry. As expected, cells that are exposed to CHIR for 48 hours, two days after plating, are Brachyury positive. Interestingly cells that are exposed to CHIR for 24 hours, two days after plating, are Brachyury positive as well. This result is in contrast to cells that are exposed to CHIR for 24h, three days after playing, which are Brachyury negative. Cells exposed to CHIR for less than 24h always ended up Brachyury-negative. These results suggest that mESCs have an open time window in which they are able to respond to a certain signal that can guide differentiation towards the ME or NE lineage. In a follow up experiment, we exposed cells to CHIR for 24h on the second day after which the cells were collected and seeded on a new plate. The amount of Brachyury positive cells was measured two days after replating. We wondered whether re-plating the cells would interfere with the communication network of the cells. The result was a decrease in differentiation efficiency, 29.2% of the population was Brachyury positive in comparison to the 78.7 % of the control population which was not re-plated. Diluting the population (1:5) during the re-plating process resulted in an even lower differentiation efficiency (22.5 % of the population was Brachyury positive). These experiments show that re-plating cells after being exposed to a signal has an effect on differentiation efficiency. It would be interesting to find out whether cells are able to remember whether they have seen the signal or not. An experiment in which cells are frozen after being exposed to a signalling molecule (RA or CHIR) for 24 hours could give insights in the potential memory of mESCs.
Analysis of the time-lapse microscopy showed that two features of the population-level also occur at a colony-level (expansion and extinction). However, the stationary population remains to be found. For time-lapse microscopy it is necessary to grow cells on $\varnothing 6\,cm$ plates instead of the for the main part used in this thesis $\varnothing 10\,cm$ plates. The conversion of the $N_{\text{seeded}}$ at which a stationary population occurs on a $\varnothing 10\,cm$ plate to a $\varnothing 6\,cm$ plate is not as simple as multiplying the $N_{\text{seeded}}$ with the ratio of the areas of the plates (see figure appendix B.4). However, it would be good to explore the features of a stationary population on a colony level to find out whether all colonies remain stationary or that the growth rate and the death rate of the population are equal.

The microscopy analysis also showed that probability of survival is independent of the number of colonies in a field of view the size of $1\,mm \times 1.4\,mm$, suggesting that the scale of collectivity of differentiating mESCs is larger than the field of view. It is important to take into account that for these field of view logistic regressions only a small sample number was used so far. More data is required to completely verify these findings. Future experiments could focus on doing the same kind of analysis but with an increased size of the field of view. The results of these experiment could potentially quantify the scale at which differentiating ESCs behave collectively.

Although the main focus of this thesis was on the biological experiments and their results, we managed to build a simple preliminary model in which the secretion and sensing of a single signalling molecule allows for density dependent survival, but not for a stationary population. The model can be explored further by changing its parameter values to see if changing the parameter values enables a density dependent stationary population. The parameter values for the steady state reaction-diffusion equation were based on published biological parameters for proteins of the Interleukin (IL) family [82], since LIF is an IL-6 class cytokine. Instead of changing the parameter the model could also be changed to include a negative feedback system that inhibits secretion of the signalling molecules by cells when the local concentration of the signalling molecule is high. Although the model is interesting, it is not necessary to unravel the biological mechanism.
Appendix A

RT-qPCR

A.1 RT-qPCR amplification program

<table>
<thead>
<tr>
<th>Step</th>
<th>Temperature</th>
<th>Time</th>
<th>Cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polymerase activation and DNA denaturation</td>
<td>95°C</td>
<td>30s</td>
<td>1</td>
</tr>
<tr>
<td>Denaturation</td>
<td>95°C</td>
<td>15s</td>
<td>35-40</td>
</tr>
<tr>
<td>Annealing+Extension</td>
<td>60°C</td>
<td>15s</td>
<td>35-40</td>
</tr>
<tr>
<td>Melt curve analysis</td>
<td>From 65°C to 95°C with 0.5°C increments</td>
<td>2-5s/increment</td>
<td>1</td>
</tr>
</tbody>
</table>
### A.2 Primers for RT-qPCR

<table>
<thead>
<tr>
<th>Primer name</th>
<th>Sequence</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mHP001</td>
<td>CGGAAGAGAAGAAGCGAATAGC</td>
<td>Oct4 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP002</td>
<td>ATGGCGAGTGGATGATGCTG</td>
<td>Oct4 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP003</td>
<td>GCGGAGGGAAGAATTTTGTCC</td>
<td>Sox2 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP004</td>
<td>GGGAAGCGTGTACTTATCTTCTTCT</td>
<td>Sox2 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP005</td>
<td>CACAGTTTGCCTAGTTCTGAGG</td>
<td>Nanog forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP006</td>
<td>GCAAGAATAGTTCTCAGGATGAGA</td>
<td>Nanog reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP007</td>
<td>AGAAGGCCATTCTGGTCTGCTGTT</td>
<td>Gp130 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP008</td>
<td>AAACGAGAAACAGACAGCCAGCA</td>
<td>Gp130 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP009</td>
<td>CTTTGAATCTCTCTACACCAGAGC</td>
<td>Lifr forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP010</td>
<td>TGGTTAGGCAACCCTAAGGAGG</td>
<td>Lifr reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP011</td>
<td>GATCTCGAGGATCTCAACCC</td>
<td>Stat3 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP012</td>
<td>GTCAAGGGTTCTAGCTGCTTCT</td>
<td>Stat3 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP013</td>
<td>GATACCAAACATTGTTACCTTCTAATT</td>
<td>Lifbeta forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP014</td>
<td>TATCGAGTCTGCTGGAGTCTTATT</td>
<td>Lifbeta reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP015</td>
<td>TGCACTCTAGGTCCTGTCTGT</td>
<td>Lif reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP016</td>
<td>AAATGGGCCACCTTCTTTTCTG</td>
<td>Sox1 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP017</td>
<td>GTTTTGTGTGTGTTCCTGCTCTC</td>
<td>Sox1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP018</td>
<td>GCAATTACAAAGAAATAATAC</td>
<td>Sox1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP019</td>
<td>CTTGAGTCTGCTACAGGAGAATG</td>
<td>Brachyury forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP020</td>
<td>GGCCTTTCTCTCTTCTTCTTC</td>
<td>Brachyury reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP021</td>
<td>GGCGGAGGCGGCTGGAGGAGG</td>
<td>Fgf4 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP022</td>
<td>CCCCCTCTTCTACTGAGGAGC</td>
<td>Fgf4 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP023</td>
<td>GAAAGAAGAGGAGGAGGAGT</td>
<td>Mcl1 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP024</td>
<td>GAAAGAGGAGGAGGAGGAGT</td>
<td>Mcl1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP025</td>
<td>TGAAGAGGAGGAGGAGGAGT</td>
<td>Mcl1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP026</td>
<td>TTAACAAACAGGAGGAGGAGT</td>
<td>Mcl1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP027</td>
<td>GGCTGCCAGAGGCTGCTCTC</td>
<td>Bcl2 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP028</td>
<td>ATCCAGTTGACTGAGATG</td>
<td>Bcl2 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP029</td>
<td>GAAAGAGGAGGAGGAGGAGT</td>
<td>Mdm2 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP030</td>
<td>CCTCGAGTCTGCTACAGGAGAATG</td>
<td>Mdm2 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP031</td>
<td>AGGTTAGGCAACCCTAAGGAGG</td>
<td>Mdm2 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP032</td>
<td>AGAAGGGCTGCTCCTACCTAC</td>
<td>cJun forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP033</td>
<td>AGTGAGGAGGAGGAGGAGT</td>
<td>cJun reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP034</td>
<td>TTGAGTCTCATCTGCCAGACCTG</td>
<td>Akt1 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP035</td>
<td>TATCGAAACACAGACGACTG</td>
<td>Akt1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP036</td>
<td>TTCTTTTATGTTGGCGCTTCTG</td>
<td>Trp53bp1 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP037</td>
<td>GTGTGAGGAGGAGGAGGAGT</td>
<td>Trp53bp1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP038</td>
<td>TCGATCTCGCTCTCTTCTTCT</td>
<td>Bbc3 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP039</td>
<td>GAGTCGACGGACGACAAACTCTG</td>
<td>Bbc3 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP040</td>
<td>CTCAGTCTCTCTCTCTCTCTCT</td>
<td>Nmap1 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP041</td>
<td>ATCCAGTTGACTGAGATG</td>
<td>Nmap1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP042</td>
<td>CTCCTCTCAGTTTCTCTCTCT</td>
<td>Bcl2111 (Bim) forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP043</td>
<td>AGAGAAGAGGAGGAGGAGT</td>
<td>Bcl2111 (Bim) reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP044</td>
<td>GGTCTCATGCTGACAGACCTG</td>
<td>Bid forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP045</td>
<td>GGGCCCTTCTTCTGCTAAGAG</td>
<td>Bid reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP046</td>
<td>AAAAGATGCTGCTGCTGCTG</td>
<td>Bax forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP047</td>
<td>TGGCTGCTGCTGCTGCTGCTG</td>
<td>Bax reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP048</td>
<td>TCAATGGACAGGCCAAAAGG</td>
<td>Tsc1 forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP049</td>
<td>TCGTGAATGACATGAGGAGG</td>
<td>Tsc1 reverse primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP050</td>
<td>CTTCCCCATTCTGGCCCTTG</td>
<td>Gapdh forward primer for RT-qPCR</td>
</tr>
<tr>
<td>mHP051</td>
<td>CTTCCCCATTCTGGCCCTTG</td>
<td>Gapdh reverse primer for RT-qPCR</td>
</tr>
</tbody>
</table>
Appendix B

Additional Results

B.1 Population-level

Figure B.1: Plot of growth ($\frac{N_{\text{final}}}{N_{\text{seeded}}}$) versus the seeded number of cells $N_{\text{seeded}}$. Cells were plated on a 10cm dish in different types of media, the media was refreshed on day two. Six days after plating $N_{\text{final}}$ was measured using a hemocytometer. A condition in which cells are grown in N2B27+2i-LIF shows density independent behaviour. Condition with 46C in N2B27+RA shown for reference. Colours represent the different conditions and cell lines. Error bars represent the standard error of the mean of a minimum of three biological replicates.
FIGURE B.2: Growth dynamics over a timespan of up to ten days for the E14 cell lines. Cells were grown on a 10cm dish in N2B27 medium which was refreshed with fresh N2B27 on day 2. \(N_{\text{final}}\) was measured using a hemocytometer. The legend represent the initial number of seeded cells with \(k = 1000\). Error bars represent standard error of the mean.

FIGURE B.3: Rescaled plot of 46C growth dynamics. Time was rescaled by \(t = t \cdot \left| 1 - \frac{N_t}{N_{\text{threshold}}} \right|^z\) with \(z=0.4\). Blue lines represent \(N_{\text{seeded}}\) larger than \(N_{\text{threshold}}\). Red lines represent \(N_{\text{seeded}}\) smaller than \(N_{\text{threshold}}\). Green lines represent \(N_{\text{seeded}}\) closer to \(N_{\text{threshold}}\) and the black line represent the \(N_{\text{seeded}}\) which are closest to the \(N_{\text{threshold}}\).
B.2 Colony-level

Figure B.4: Calibration curve ($\frac{N_{\text{final}}}{N_{\text{seeded}}}$) versus the seeded density $\frac{N_{\text{seeded}}}{\text{Area}_{\text{plate}}}$ for E14 cells grown on a 6cm (red) and 10cm (blue) plate. Cells were grown in N2B27 medium which was refreshed with fresh N2B27 on day 2. $N_{\text{final}}$ was measured using a hemocytometer. Only 1 biological replicate is shown. This calibration curve shows that the conversion of the $N_{\text{seeded}}$ of 10cm plates to the $N_{\text{seeded}}$ on a 6cm plate is not as simple as multiplying the $N_{\text{seeded}}$ with the ratio of the areas of the plates.
B.3 The Search for a Molecular Mechanism

![Heatmap showing expression of neural ectoderm genes for the five different conditions.](image)

**Figure B.5**: Heatmap showing expression of neural ectoderm genes for the five different conditions. The conditions consist of a pluripotent control (CD0F), \( N_{seeded} = 800k \) grown for two days in N2B27 (S800kD2N) and \( N_{seeded} = 800k \) (S800kD4NR), \( N_{seeded} = 200k \) (S200kD4NR), \( N_{seeded} = 100k \) (S100kD4NR) grown for four days in N2B27, refreshing the media on day two with N2B27+RA. Light blue represents low expression and dark blue represents high expression.

B.4 A Model for Collective Survival

<table>
<thead>
<tr>
<th>Parameter values for reaction-diffusion equation</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_M )</td>
<td>1000 (( \mu m^2/s ))</td>
<td></td>
</tr>
<tr>
<td>( \eta )</td>
<td>10 (mol/s)</td>
<td></td>
</tr>
<tr>
<td>( \gamma )</td>
<td>100 (1/s)</td>
<td></td>
</tr>
<tr>
<td>( R )</td>
<td>0.5 (( \mu m ))</td>
<td></td>
</tr>
</tbody>
</table>
Appendix C

Protocols for maintaining mESCs

C.1 Thawing and Plating mESCs

1. Label \( \varnothing 10\text{cm} \) petri dish with name/date/cell line.
2. Evenly spread 10 ml 0.1\% gelatin on the dish surface.
3. Incubate plate at 37\(^\circ\)C, for 30 minutes.
4. Add 10 ml pre-warmed pluripotency medium (S+L,2i+L depending on the cell line) in a tube.
5. Remove the gelatin from the dish.
6. Spread 5ml pre-warmed pluripotency medium on the dish.
7. Take 1 cryovial from the stock, and partially thaw until a pea-size frozen portion remains (30-60 s).
8. Transfer the cell/DMSO mixture (1 ml) into the tube with 5 ml of pre-warmed medium. An additional 1 ml of medium can be added to the empty cryovial, in order to dissolve and transfer the left-over cells.
9. Spin down the cells by centrifuging the tube at 200 x g to get rid of the DMSO.
10. Wash the cells twice by resuspending the cells in 1X PBS and spinning them down at 200x g.
11. After the last wash spin, resuspend cells in 5ml pluripotency medium.
12. Transfer the medium with cells to the plate.
13. To evenly spread the cells over the plate, gently shake the plate back and forth then left to right, allowing time for the medium to settle between shakes.
14. Incubate plate with cells at 37\(^\circ\)C and 5\%CO\(_2\).
C.2 Passaging mESCs

1. Label \( \季度 \text{ petri dish with name/date/cell line.} \)
2. Evenly spread 10 ml 0.1% gelatin on the dish surface.
3. Incubate plate at 37\( ^\circ \)C, for 30 minutes.
4. Take plate with cells that need to be passaged out of incubator.
5. Aspirate off medium and wash with 10ml 1X PBS.
6. Aspirate off PBS.
7. Spread 1ml accutase over the plate and incubate cells at 37\( ^\circ \)C, for 5 minutes.
8. Take plate out, gently tap the plate to loosen the cells.
9. Pipet 1ml accutase with cells in a tube
10. Wash the plate off with 1ml 1X PBS to get the remaining cells that are stuck to the plate, pipette the 1 ml 1X PBS containing the cells into the tube. Repeat this step if necessary
11. Add 1X PBS to the tube with cells until you have a volume of 10ml.
12. Wash the cells twice by resuspending the cells in 1X PBS and spinning them down at 200x g.
13. After the last wash spin, resuspend cells in 1ml pluripotency medium (S+L,2i+L depending on the cell line).
14. Prepare a second tube with 10ml pluripotency medium and add 100 \( \mu l \) cells (1:10 dilution).
15. Take gelatin plate out of incubator
16. Aspirate off gelatin
17. Transfer the medium with cells to the plate.
18. To evenly spread the cells over the plate, gently shake the plate back and forth then left to right, allowing time for the medium to settle between shakes.
19. Incubate plate with cells at 37\( ^\circ \)C and 5\%CO\( _2 \).
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